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Minimizer negative polarity items, such as lift a finger, are observed to be restricted in their occurrence
to anti-additive context, i.e., they are licensed in the immediate scope of clausal negation and negative
indefinites, but not in the scope of simply downward-entailing expressions such as few, see (1).

(1) a. Alex didn’t lift a finger to help.
b. Noone lifted a finger to help.
c. *Few students lifted a finger to help.

In other NPI-licensing contexts, such as if-clauses, the restrictor of every, and polar questions, min-
imizers are excluded under episodic, non-biased readings. They are, however, licensed under certain
pragmatic conditions (Borkin, 1971; Linebarger, 1980; Heim, 1984; van Rooy, 2003). Generally, in these
cases, there is some presupposition, expectation, or other inference involved in which the NPI would
be in the scope of a negation, see (2).

(2) Every restaurant that charges so much as a dime for iceberg lettuce, ought to be closed down.
Inference: ‘A restaurant should not charge so much as a dime for iceberg lettuce’.

The common observation is that minimizers occur in fewer contexts than weak NPIs (ever, anything).
This generalization is built into all current theories of NPI licensing. Sedivy (1990) shows that this can-
not be maintained empirically. She discusses two contexts in which minimizers can be used felicitously,
but weak NPIs of the ever type are excluded. Both contexts lack an overt negation. First, minimizers
can occur with contrastive uses of auxiliaries (3).

(3) a. I DO give a damn.
b. *Bert DID ever kiss Marilyn Monroe. (Sedivy, 1990, 98)

While Sedivy presents her examples in isolation, (3-a) clearly requires a context in which it is claimed
that the speaker does not give a damn. Such a context is not sufficient to license ever, though:

(4) a. A: I am disappointed that you don’t give a damn about my problems.
B: But, I DO give a damn.

b. A: I don’t think Bert ever kissed Marilyn Monroe.
B: * But, Bert DID ever kiss Marilyn Monroe.

Second, minimizers can appear in the scope of modals when there is an irrealis inference, see (5).
Sentence (5-a) is felicitous if the speaker is committed to John not having lifted a finger to help.
However, ever is not licensed in (5-b), even if the speaker commits to John not having eaten any tofu.

(5) a. John should have lifted a finger to help Mary clean up.
b. John should have eaten any healthful tofu. (Sedivy, 1990, 99)

Sedivy’s (1990) data show that there is no subset-superset relation between the licensing contexts of
minimizers and weak NPIs, but an overlap in the core licensing contexts in (1-a) and (1-b). Even
though NPIs have been an active area of research in the last decades, Sedivy’s observations have still
not received an explanation. I will have a more detailed look at the at-issue an non-at-issue semantics
of the relevant constructions and present a representational theory of NPI licensing which captures
both the similarities and the differences in the licensing of the two types of NPIs discussed here.

Accounts of NPIs
Sedivy (1990) presents her data in the light of three types of NPI analyses: First, entailment-based
appraoches à la Ladusaw (1980, 1983), second, an LF-representational approach with a pragmatic
component (Linebarger, 1980, 1987), and a binding-theoretical approach (Progovac, 1988).
Entailment-based approaches take the truth-conditional meaning of an untterance as their starting
point. With there not being a downward-entailing operator in (3) and (5), the unacceptability of weak
NPIs is correctly predicted, though not the acceptability of minimizers. Similarly, the approach in
Progovac relies on the LF of the sentence containing the NPI. Consequently, there is no negation in the
relevant logical form and the non-licensing of weak NPIs is correctly predicted – though the occurrence
of minimizers is unexpected.



Linebarger (1987) assumes that an NPI is licensed in the immediate scope of negation at the LF of a
sentence. This requirement can be fulfilled at the LF of the sentence containing the NPI or of a negative
implicatum (NI). Sedivy (1990) observes that the sentences in (3-a) and (5-a) may be considered as
having such an NI. However, there is no clear way to distinguish between minimizers and weak NPIs
and the status of the NI is left rather unclear in Linebarger’s approach.
Kadmon & Landman (1993) and Krifka (1994) made pragmatic, alternative based approaches to NPIs
prominent. According to Krifka, NPIs refer to small entities and trigger larger alternatives. In addition,
NPIs need to occur in emphatic utterances in the sense that what is being asserted is stronger than
– i.e. entails – what could have been asserted by any of the alternatives. In its original formulation,
Krifka’s theory depends on a speech act operator. This means that NPI licensing would only be possible
at the level of a complete utterance and not in embedded clauses. Even if Krifka’s emphatic assertion
operator is reinterpreted as an operator that can be embedded, it is not clear how the contrast between
minimizers and weak NPIs in Sedivy’s examples could be modelled.
Within HPSG, there are several analyses of NPIs, including Tonhauser (2000) and Richter & Soehn
(2006). These two approaches identify NPI-licensing context based on an entailment-based concept
of licensing à la van der Wouden (1997). The approach in Richter & Soehn (2006) has an additional
syntactic component to it: An NPI not only specifies the required strength of its licenser, but also
the syntactic domain within which it needs to be licensed. This is done in a so-called collocation
module, expressed by a feature coll on lexical items. Interestingly, Richter & Soehn also stipulate
that some NPIs may be licensed in the non-at-issue, backgrounded semantics. Their analysis is sketched
in Figure 1. The semantic contribution of the German NPI adverb beileibe ‘certainly’ is marked with
the tag 1 . This NPI specifies in its coll value that it should occur in the scope of an anti-additive
operator (such as not, nobody) in the semantic representation of the complete clause containing the
NPI. Alternatively, it can occur in the scope of an anti-morphic operator (i.e., plain negation) in some
backgrounded expression associated with the utterance containing the NPI.
While I will adopt a version of Richter & Soehn’s (2006) collocational analysis, their analysis of NPI
licensing in non-negative contexts is very preliminary. In particular, I will suggest an integration of the
background in terms of an enriched semantic representation.

Enriched semantic representations
In this section, I will elaborate on the idea that an utterance’s semantic representation consists of
both, a representation of its at-issue content and of its non-at-issue content. I assume that such an
enriched representation contains accommodated presuppositions, conventional implicatures (CIs), and,
potentially, more material.
This two-step architecture can also be found in Discourse Representation Theory (DRT, Kamp et al.
(2011)). There, a preliminary representation is computed systematically along with the syntactic struc-
ture. This representation is expanded through anaphora resolution – which includes the accommodation
or presuppositions, van der Sandt (1992).
Potts (2005) shows that CIs are computed in parallel to the at-issue content of an utterance. At the
utterance level, they are included as conjuncts to the semantic representation of a sentence. Schlenker
(2010, 2013) and AnderBois et al. (2015) point to an even closer interaction of asserted and non-
asserted content, arguing that there is a grammatically relevant stage in which CIs are integrated with
the at-issue semantics.
It might be useful to go a step further and to include even more semantic material that is conventionally
associated with an utterance, as argued for under the headings of explicature (Wilson & Sperber, 1993;
Carston & Hall, 2012). Examples like (6) show that generalized conversational implicatures – as the
temporal order of the conjuncts – have a truth-conditionally relevant effect.

(6) a. If the old king has died of a heart attack and a republic has been declared then Tom will happy.
b. If a republic has been declared and the old king has died of a heart attack, then Tom will be

unhappy. (Carston & Hall, 2012, 67)

Within HPSG, phenomena in which the at-issue content is enriched have been discussed in a number
of publications: Ginzburg & Sag (2000) provide a surface-oriented analysis of syntactic fragments in
which non-overt implicit material is introduced into the semantic representation through a fragment
construction. Hasegawa & Koenig (2011) analyze CIs as what they call secondary content. Sailer &
Am-David (2016) use presuppositions and CIs in their treatment of definites. They all assume that
utterances contain a semantic representation of such non-at-issue content.
To integrate these approaches, I introduce an attribute utt(erance)-cont(ent) for the enriched
semantic representation, in addition to a feature like cont, whose value is just the at-issue content.



In (7)–(9), I show what the utt-cont values could look like for a short answer, a sentence with the
focus-sensitive element only (using the meaning from Horn (1996)), and a sentence with a definite. I
mark the at-issue part of the enriched representation in black, the rest in gray.

(7) (What did Alex read?) – A book. ∃x(book(x) ∧ read(alex, x))
(8) Alex saw only Chris. ∃A(¬∃x(x ∈ A ∧ x 6= chris ∧ see(alex, x)))∧see(alex, chris)
(9) Alex believes that the president arrived.

believe(alex, ˆ∃x(president(x) ∧ arrive(x)))∧∃!x(president(x))

Next, I will look at the contexts that show unexpected licensing of minimizers and propose an enriched
represenation for them. What Sedivy (1990) calls “contrastive uses of auxiliaries” can be considered
verum focus (Höhle, 2019; Wilder, 2013; Gutzmann et al., 2020). I will follow Gutzmann et al. (2020),
who assume an operator VERUM, which only makes a use-conditional semantic contribution, i.e., it
specifies conditions under which the sentence can be uttered felicitously. Gutzmann et al. (2020, 39)
say that VERUM(φ) is felicitous iff the speaker wants to prevent that the question under discussion
is downdated with ¬φ. Gutzmann et al. argue that this accounts for the fact that ¬φ must be a salient
answer for the question under discussion in discourse.
In my rendering of their analysis, I integrate the use-conditional semantic contribution into the enriched
semantic representation, see (10). Note that the semantics of the verb call occurs twice: it is not in
the scope of negation at the at-issue content, though it is in the scope of negation in the non-at-issue
content.

(10) (But,) Alex DID call. call(alex) ∧Prevent-Downdating(speaker,¬call(alex))

We can propose a similar representation for modals with an irrealis inference, see (11). As in the case of
verum focus, verb’s semantic contribution occurs twice in the formula: it is not in the scope of negation
in the at-issue content, but it is in the enriched semantic representation.

(11) Alex should have called. SHOULD(PAST(call(alex))) ∧ ¬PAST(call(alex))

Analysis
I will adopt the collocational, representational analysis of Richter & Soehn (2006). I will first sketch
the proposal and, then, its enconding in HPSG. The licensing constraint on weak NPIs is given in
(12). Such an NPI is licensed in all NPI-licensing contexts. This licensing is checked at the level of the
representation of the at-issue content of the utterance containing the NPI, i.e., in the cont value.

(12) Weak NPIs: The semantic contribution of the item needs to be in the scope of an NPI-licensing
operator at the at-issue semantic representation of the utterance containing it.

This contrasts with the constraint on minimizers in (13). Such NPIs are licensed in the scope of an anti-
additive operator. However, this will be checked at the level of the enriched semantic representation.

(13) Minimizers: The semantic contribution of the item needs to be in the scope of an anti-additive
operator at the complete semantic representation of the utterance containing it.

The sentences in (14) illustrate the licensing potential of few: The quantifier Few licenses weak NPIs
in its scope, as shown in (14-a). However, the minimizer in (14-b) must be in the immediate scope of
negation. This is not satisfied in the clause’s semantic representation – not in the at-issue content, and
there is nothing added for the enriched representation.

(14) a. Few students saw anything. [Few x : student(x)](∃y(thing(y) ∧ see(x, y)))
b. *Few students lifted a finger to help. [Few x : student(x)](lift-finger(x)))

We can now look at contexts in which minimizers are only licensed under particular readings. In (15),
a strong NPI occurs in a wh-question. If this is uttered as a neutral question, the only NPI-licensing
operator is the interrogative operator. This operator is not capable of licensing the NPI budge an inch.
As noted above, minimizers can occur in such questions under a rhetoric reading. For such a reading,
the enriched representation contains a speaker assumption that nobody budged an inch. Consequently,
the NPI is in the immediate scope of negation in the gray-marked, i.e. non-at-issue, part of the enriched
semantic representation. This satisfies the minimizer’s licensing requirement.



(15) Who budged an inch to help Mary?
?x(person(x) ∧ budge-inch(x)) ∧ think(speaker,¬∃x(person(x) ∧ budge-inch(x)))

We can now look at sentences with stressed auxiliaries as in (3). I provide example with their enriched
semantic representations in (16) and (17). The relevant semantic representation for the licensing of
the weak NPI anyone in (16) is the black part. In it, there is no operator licensing the NPI. The
relevant domain for the licensing of the minimizer in (17) is the entire enriched representation. In it,
the minimizer is in the immediate scope of negation, even though it is not in the scope of a negation
in the at-issue content.

(16) *But, Bert DID kiss anyone.
∃x(kiss(bert, x)) ∧Prevent-Downdating(speaker,¬∃x(kiss(bert, x))

(17) But, Alex DOES give a damn.
give-damn(alex) ∧Prevent-Downdating(speaker,¬give-damn(alex))

The same explanation applies to the use of modals with an irrealis inference. In the schematic rep-
resentation in (18) for the sentences in (5), the NPI’s semantic contribution is not in the scope of a
licensing operator in the at-issue content, though it is in the immediate scope of negation in the overall
enriched representation. Consequently, weak NPIs cannot occur, but minimizers can.

(18) Modal-Op(. . .npi . . .) ∧ ¬(. . .npi . . .)

While capturing the possible occurrences of minimizers in non-negative contexts, my analysis correctly
predicts that such NPIs cannot be used as fragment answers, contrary to negative indefinites, see (19).
The reason is that there is no conventionalized inference of a negative answer to the question.

(19) What did Alex do? Nothing/ *Lift a finger.

Note that the NPI is even excluded as a short answer when the question in (19) is negatively biased.
This follows under my modelling when combined with Ginzburg & Sag’s (2000) analysis of fragment
answers. Ginzburg & Sag propose that a fragment is integrated into the semantic representation of a
salient utterance. As shown in (15), the at-issue content of the biased question is just like that of an
ordinary question. The negation is added through semantic enrichment. However, it is only the at-issue
part that serves as the salient utterance that the short answer addresses.

This theory can be integrated into Richter & Soehn’s (2006) HPSG approach. In Figure 2, I only
mention the licensing aspects. When an expression imposes a collocational restriction on the at-issue
content, this is expressed on an element of the coll list through the feature lf-lic – as in Richter
& Soehn (2006). For collocational constraints on the enriched representation, i.e. on the utt-cont
value, I use the feature utt-cont-lic. The coll-specification of the weak NPI ever in the AVM on
the left is as it would be in Richter & Soehn (2006). For simplicity, I assume that the licensing contexts
are captured by the relation downward-entailing-strength-operator (de-str-op). The minimizer
budge (an inch) needs to be licensed in the enriched semantic representation, i.e., there is an utt-lf-lic
requirement. The licensing relation needs to be anti-additive-strength-operator (aa-str-op).

Conclusion
I discussed Sedivy’s (1990) data on occurrences of minimizers in contexts which do not allow for weak
NPIs and that do not contain any of the ordinary NPI-licensing operators overtly. I argued that the
data can be accounted for if a level of an enriched semantic representation is assumed. I formulated
my proposal in a version of the representational theory of NPI licensing of Richter & Soehn (2006).
The proposal captures the classical observation that the licensing of minimizers involves pragmatic
aspects, but that it is nonetheless strongly constrained by the linguistic form – whereas pragmatic
aspects are less prominent in the licensing of weak NPIs. Nonetheless, I can still treat NPI licensing as
a uniform phenomenon: it is a collocational requirement with respect to a semantically characterizable
set of contexts.
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Figure 1: Analysis of beileibe ‘certainly’ in Richter & Soehn (2006) (simplified)
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Figure 2: Sketches of the analyses of ever and budge (an inch)
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